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Abstract—Four principal factors contribute to grain-boundary strengthening: (a) the grain boundaries act as
barriers to plastic flow; (b) the grain boundaries act as dislocation sources; (c) elastic anisotropy causes
additional stresses in grain-boundary surroundings; (d) multislip is activated in the grain-boundary regions,
whereas grain interiors are initially dominated by single slip, if properly oriented. As a result, the regions
adjoining grain boundaries harden at a rate much higher than grain interiors. A phenomenological constitutive
equation predicting the effect of grain size on the yield stress of metals is discussed and extended to the
nanocrystalline regime. At large grain sizes, it has the Hall–Petch form, and in the nanocrystalline domain
the slope gradually decreases until it asymptotically approaches the flow stress of the grain boundaries. The
material is envisaged as a composite, comprised of the grain interior, with flow stresssfG, and grain boundary
work-hardened layer, with flow stresssfGB. The predictions of this model are compared with experimental
measurements over the mono, micro, and nanocrystalline domains. Computational predictions are made of
plastic flow as a function of grain size incorporating differences of dislocation accumulation rate in grain-
boundary regions and grain interiors. The material is modeled as a monocrystalline core surrounded by a
mantle (grain-boundary region) with a high work hardening rate response. This is the first computational
plasticity calculation that accounts for grain size effects in a physically-based manner. A discussion of statisti-
cally stored and geometrically necessary dislocations in the framework of strain-gradient plasticity is intro-
duced to describe these effects. Grain-boundary sliding in the nanocrystalline regime is predicted from calcu-
lations using the Raj–Ashby model and incorporated into the computations; it is shown to predispose the
material to shear localization. 2001 Published by Elsevier Science Ltd on behalf of Acta Materialia Inc.
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1. INTRODUCTION

The grain-size dependence of yield stress in metals
has been represented as aD�1/2 relationship since the
pioneering work of Hall [1] and Petch [2]. The term
Hall–Petch was introduced by Conrad and Schoeck
[3] as a tribute to these researchers. The original
explanation for this effect, envisaged by Hall and
Petch, was that pile-ups formed at grain boundaries,
and required a critical stress to break through them.
This was followed by Cottrell [4], who suggested a
more realistic scenario; that the stress concentration
due to pile-ups activated sources in the surrounding
grains. Armstrong [5] presents a critical overview of
the effects. Departures of this pile-up scenario were
proposed by Li [6] and Conrad [7] who invoked
grain-boundary dislocation sources and a grain-size
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dependence of dislocation density, respectively. The
important contributions by Ashby [8], Hirth [9], and
Thompson [10] further strengthened the argument
that causes other than pile-ups were responsible for
the grain size effects. Clear evidence for the forma-
tion of a layer of high dislocation density in the direct
vicinity of the grain boundaries, starting at an applied
stress below the global yield stress, is the trans-
mission electron microscopy by Murr and Hecker
[11] (especially, Fig. 2). In similar experiments in Fe–
3%Si, Suits and Chalmers [12], and Worthington and
Smith [13] incontrovertibly demonstrated that stresses
are higher in the grain-boundary region than in the
grain interiors. This was corroborated by Margolin
and Stanescu [14] forβ titanium. Meyers and Ash-
worth [15] proposed a mechanism based on elastic
anisotropy of the grains. Nevertheless, pile-ups are
still widely recognized as the dominating effect.

The Hall–Petch relationship has recently come
under close scrutiny in the context of nanocrystalline
materials pioneered by Gleiter and coworkers [16,
17]. Weertman and coworkers [18–21] have investi-
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gated the effect of grain size, in the nanocrystalline
domain, on yield stress, in a systematic manner. Sam-
ple imperfections (voids, microcracks incomplete
boundary of particles) masked many of the mechan-
ical characteristics of nanocrystalline materials in
early work, and careful processing and characteriz-
ation has been needed to eliminate (or, at least,
mitigate) these effects. A recent overview [21]
presents the current thinking on this. Several mech-
anisms explaining the strength of nanocrystalline
metals have been advanced. In one school of thought,
Armstrong and coworkers [22–24] calculated the
minimum size of a pile-up and concluded that pile-
ups cannot be responsible for the yield stress-grain
size effects in the nanocrystalline regime. Koch and
coworkers [25–29] studied nanocrystalline iron; a
focused effect was also undertaken to remove flaws
(voids, microcracks, incomplete boundaries of par-
ticles, etc.) in order to obtain more reliable mechan-
ical strength under both compression and tension. In
summary, the experimental results indicate that the
Hall–Petch slope in the nanocrystalline domain is
lower than in the microcrystalline (conventional)
range of grain sizes. In some cases, a zero or even
negative Hall–Petch slope has been reported [30];
however, this may well be an artifact of sample prep-
aration.

An attractive approach to the analytical prediction
of the grain-size dependence is through strain-
gradient plasticity. Strain-gradient plasticity is a
recent development that incorporates a length scale
in the analytical treatment of plasticity problems. It
enables the prediction of the effect of indentation size
on the hardness of metals and ceramics, the effect of
hard particles in the work hardening of metals, grain
size, and other effects. Originally proposed by Aif-
antis [31] in the context of shear localization, it has
been extended to a variety of problems by Fleck et al.
[32, 33] and Gao et al. [34, 35]. From the dislocation
perspective, the evolution of statistically stored and
geometrically necessary dislocations, first proposed
by Ashby [8], provides the underlying physics. The
physical processes envisaged for the grain-size depen-
dence of yield and flow stresses involve a length
scale. Fleck et al. [32, 33] apply the geometrically
necessary (rg) and statistically stored (rs) dislocation
densities to determine the athermal component of the
flow stress, through the conventional Taylor
expression:

tm = aGb(rg + rs)1/2 (1)

where a is a geometrical factor, G is the shear modu-
lus and b the Burgers vector. The evolution of rs and
rg is affected by both g and dg/dl (g is the shear strain
and l is a length scale), which determine the mean
free path, l. Thus, they arrive at (the thermal compo-
nent of t, t*, is assumed to be independent of
grain/obstacle size):

t = t∗ + tm = t∗ + aGb�ce

b
+
e2p
lIIb

�1/2

(2)

where ce is a scalar measure of curvature and ep is
the effective plastic strain; �II is the work hardening
rate in Stage II (linear hardening). ce is directly
related to the strain gradient, dg/dl. The length scale,
l, can be taken as the grain size, D, or a fraction
thereof.

This theoretical framework does not incorporate
the formation of a grain boundary work-hardened
layer. Furthermore, it does not predict a grain-size
dependence of yield stress, since both the curvature
and plastic strain are zero prior to plastic deformation.
As work hardening builds up, the effect manifests
itself, resulting in an increased work hardening for
decreasing grain size. It is the objective of this paper
to provide some additional insights.

2. ELASTIC ANISOTROPY

A polycrystalline aggregate, upon being subjected
to external tractions, develops a highly inhomo-
geneous state of internal stresses, due to the elastic
anisotropy of the individual grains. For elastic defor-
mations, such inhomogeneous state of stress can only
be avoided if the anisotropy ratio, A, is one. For
instance, for iron and copper, one has:
Fe Cu
E100=125 GPa E100=67 GPa
E110=200 GPa E110=130 GPa
E111=272 GPa E111=190 GPa
A=2.43 A=3.21

Figure 1 shows polar plots of Young moduli for
monocrystalline iron and copper. The effect of orien-
tation on E is revealed in a striking manner. This is a
well known but often ignored effect. This anisotropy
generates additional stresses in the regions adjoining
the grain boundaries. Figure 2 shows a polycrystalline
aggregate subjected to compressive tractions through
the uniform displacement of the end platens. The
computational approach is described in Section 5. The
average imposed stress, obtained by multiplying the
strain (set equal to 2.25×10�4) by the polycrystalline
Young’s modulus (120 GPa), is equal to 27.9 MPa.
The arrangement of grains is shown in Fig. 2(a).
Three types of grains, with orientations [100], [110],
and [111], with respect to the loading axis, are con-
sidered. They are white, gray, and black, respectively,
in Fig. 2(a). The material is not truly anisotropic,
because the individual grains are taken to be isotropic,
(but with different Young moduli). Fig. 2(b) and (c)
show the principal stresses s1 and s2, and their vari-
ation through the section marked A–A. As expected,
s1 fluctuates around zero, where s2 varies between
�20 and �55 MPa. The maximum shear stress is
shown in Fig. 2(d). It varies between 13 and 30 MPa.
The stresses are seen to vary significantly throughout
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Fig. 1. Polar plots of E showing elastic anisotropy in (a) iron
and (b) copper.

the grains. The maximum shear stress in a homo-
geneous material would have a value of 20 MPa at
the applied displacement. Ghahremani et al. [36] and
Ghahremani and Shih [37] carried out analytical cal-
culations of anisotropy effects and found that singu-
larities exist at the grain-boundary vertices (stress
proportional to r�s, where s>1/2) that can be stronger
than crack singularities. These singularities are, of
course, dependent on the anisotropy ratio A. It can be
concluded that elastic stresses vary considerably in
polycrystalline aggregates.

3. ANALYTICAL TREATMENT

3.1. Phenomenological model

A mechanism for the effect of grain size on the
yield stress is presented here. It is essentially an
extension of the model proposed by Meyers and
Ashworth [15] to the nanocrystalline regime. This
model does not require pile-ups at grain boundaries.
It is based on earlier ideas advanced by Ashby [8],
Hirth [9], and Thompson [10]. Conceptually, it is sup-
ported by and parallel to ideas developed by Margolin
[38]. It will be shown that the Meyers–Ashworth
(MA) model, which has a built-in deviation from a
Hall–Petch relationship at small grain sizes, can be
successfully extended to the nanocrystalline regime.
The concept of a work-hardened grain-boundary
layer, essential to the MA model, is modeled compu-
tationally in Section 5.2, for different grain sizes, and
it is shown that similar predictions are obtained. The
compatibility requirement at the grain boundaries cre-
ates additional stresses, tI. Meyers and Ashworth [15]
found for nickel that

tI = 1.37sAP (3)

where sAP is the applied normal stress. In a uniform,
homogeneous material, the maximum shear stress is
t = s/2. Thus, the shear stress at the interface is
between 2 and 3 times the maximum shear stress in
a homogeneous/uniform material. This is consistent
with the result given in Section 2 for copper. It is
therefore logical to expect the initiation of plastic
flow to take place in the grain-boundary regions.
Other factors that contribute to this are:

1. Grain boundaries are sources of dislocations. This
is a well-known phenomenon; grain-boundary
ledges and grain-boundary dislocations can initiate
plastic deformation (e.g., Li and Chou [39], Murr
[40], Sutton and Balluffi [41]).

2. Grain boundaries segregate impurities and foreign
atoms, and their mechanical properties differ from
the grain interiors.

3. Dislocations pile up at grain boundaries.

As a result, while the grain interiors can be con-
sidered to harden by the classic easyglide/linear
hardening/parabolic hardening sequence, the grain
boundaries show a much faster rise in dislocation
density and hardening rate. This is exemplified by the
results shown by Hirth [9] for a bicrystal. Although
this is a compatible bicrystal, the activation of a
second slip system around the boundary is seen. This
conceptual frame is extended to a polycrystal in Fig.
3(b). The grain-boundary regions are shown with pro-
nounced slip activity on two slip systems; this leads
to a much higher hardening rate than the grain
interiors. Recent results on copper polycrystals [42]
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Fig. 2. Elastic stresses in polycrystalline copper loaded elastically; (a) grain configuration; three grain orien-
tations white [100], gray [110], and black [111]; (b) maximum principal stress (s1); (c) minimum principal

stress (s2); (d) maximum shear stress.

show a much greater tendency for slip on two or three
systems in the regions close to the boundaries. It is
of note that grain-boundary corners are regions
especially prone to concentrated plastic deformation.
Recent results by Gray et al. [43] confirm the higher
hardening in the regions adjacent to grain boundaries
and triple points. This serves as a basis for the model
developed by Meyers and Ashworth [15].

The model is presented here in a shortened manner.
Figure 4 shows the sequence of stages as the applied
stress, sAP, is increased. As the applied stress
increases, a work hardened layer along the grain
boundaries is formed. This is eloquently illustrated
by Murr and Hecker [11]. This build-up of plastic
deformation has also been recently measured by
Adams and King [44]. The use of electron back-
scattering diffraction in orientation imaging
microscopy of an aluminum bicrystal deformed to a
strain of 0.1 revealed a significantly higher dislo-
cation density (as inferred from the distortion

measurements) in the vicinity of the grain boundary.
Once this work hardened grain-boundary layer is for-
med, the stresses within the polycrystalline aggregate
homogenize. Stages a–c in Fig. 4 represent the domi-
nance of elastic compatibility strains and the forma-
tion of a grain boundary work-hardened layer. Stages
d–f represent the response of a composite material,
consisting of dislocation-free grain interiors, with a
flow stress sfG, and grain-boundary layers, with a
flow stress sfGB. The flow stress of the grain aggregate
is obtained, in approximate fashion, from:

sy = AGsfG + AGBsfGB. (4)

AG and AGB are the areal fraction of grain interior
and grain boundary, respectively. Figure 5 shows an
idealized representation of the aggregate. Grains are
assumed to be spherical, with a diameter D; the grain
boundary layers are assumed to have a thickness t (in
each grain, t�D/2).
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Fig. 3. (a) Activation of slip on second system in the vicinity
of boundary due to compatibility stresses in Fe–3% Si (from
Hirth [9]:3047); (b) Generalization for polycrystalline aggre-

gate.

The diametral areal fractions are expressed by:

AGB =

1
4
p[D2�(D�2t)2]

1
4
pD2

= 4� t
D

�� t
D�2�, (5)

AG =

1
4
p(D�2t)2

1
4
pD2

= 1�AGB. (6)

Substituting equation (5) and (6) into (4)

sy = sfG + 4(sfGB�sfG)tD�1�4(sfGB�sG)t2D�2

(7)

Different sections, marked S1, S2, S3, S4, and S5 in
Fig. 5(b), produce different areal fractions AG and

AGB. Hence, it is more correct to use the mean values
of t and D, t̄ and D̄, respectively, so that:

sy = sfG + 4(sfGB�sfG)t̄ D̄�1 (8)
�4(sfGB�sG)t̄2D̄�2

Meyers and Ashworth [15] estimated these mean
values. They are:

D̄ =
p
4

D, t̄ = 1.57t. (9)

The term t̄D̄�1 is approximately equal to 2tD�1 and
equation (8) becomes:

sy = sfG + 8(sfGB�sfG)tD�1 (10)
�16(sfGB�sG)t2D�2

The variation of the thickness t of the work hard-
ened grain-boundary layer has to be considered.
There are two effects: (a) as the grain size is
decreased, the stress field fluctuations vary with D.
This would lead to a dependency t=k1D; (b) the dislo-
cation spacing is unchanged and the dislocation inter-
actions will dictate a constancy in t; thus, a relation-
ship t=k2D0. The geometric mean would be:
(k1k2D)1/2. This produces the expected Hall–Petch
dependence, as is shown below. Hence:

t = (k1k2D)1/2 = kMAD1/2 (11)

Substituting equation (11) into equation (10),

sy = sfG + 8kMA(sfGB�sfG)D�1/2 (12)
�16k2

MA(sfGB�sfG)D�1

For large grain sizes (the micrometer range) the
D�1/2 term dominates and a Hall–Petch relationship
is obtained. The Hall–Petch slope, kHP, is equal to:

kHP = 8kMA(sfGB�sfG) (13)

As the grain size is decreased, the D�1 term
becomes progressively dominant, and the sy vs. D�1/2

curve goes through a maximum. This occurs at:

Dc = (4kMA)2. (14)

For values of D�Dc, it is assumed that the flow
stress reaches a plateau and that grain-boundary
effects dominate plastic flow.

3.2. Work hardening

The strain gradient theory does not take into con-
sideration the difference in dislocation density
observed between the grain interiors and the grain
boundary regions. A framework incorporating the
strain gradient concepts and more attuned to the
physics of the problem would be to track the dislo-
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Fig. 4. Sequence of stages in polycrystalline deformation, starting with (a, b) localized plastic flow in the
grain-boundary regions (microyielding), forming a grain-boundary work-hardened layer (c, d) that effectively
reinforces the microstructure, and leading to (e, f) macroyielding in which the bulk of the grains undergo

plastic deformation. (from Meyers and Ashworth [15]).

Fig. 5. (a) Polycrystalline aggregate viewed as composite
material composed of bulk and grain-boundary material, with
flow stresses sGB and sfGB respectively. (b) Idealized spherical
grain of diameter D with grain-boundary layer of thickness t;
sections S1, S2, S3, S4, and S5, reveal different proportions
between the areas of the bulk and grain-boundary material.

(from Meyers and Ashworth [15].)

cation densities in both grain interior and boundary.
We will use the approach developed by Klepaczko
[45], which consists of considering the dislocation
accumulation rate as the sum of a multiplication rate
and an annihilation rate. For the grain-boundary
region:

drGB

dg
= MGB�NGB(rGB�r0). (15)

MGB and NGB are dislocation multiplication and
annihilation rates, respectively. Dislocations are
annihilated at an increasing rate, as their density

increases. Klepaczko [45] took a linear increase, start-
ing with a threshold density r0. This occurs primarily
by dynamic recovery.

A similar equation to equation (15) can be
developed for the grain interior,

drG

dg
= MG�NG(rG�r0). (16)

For the grain interior, one has to consider the sig-
nificantly different values of MG and NG. There are
two stages: easy glide and linear/parabolic hardening.
An expression that incorporates these effects is

drG

dg
= H(rII

0 �rG)MI
G + H(rG�rII

0 ) (17)

[MII
G�NII

G(rG�rII
0 )].

MI
G and MII

G are multiplication rates for stages I
(easy glide) and II (linear/parabolic hardening), NII

G is
the annihilation rate for stage II and H(rG�rII

0 ) is a
Heaviside function that “ turns on” at the beginning
of stage II. It is assumed that in stage I there is no
dislocation annihilation, because of their relatively
low density (NI

G = 0 for rI
0�rG�rII

0 ).
Solving equation (15):

g = �
rGB

r0

drGB

MGB�NGB(rGB�r0)
+ C1 (18)

g = �
1

NGB

ln
MGB�NGB(rGB�r0)

MGB

+ C1 (19)

Using the boundary condition (g = 0,rGB =
ρ0),C1 = 0. Thus,

rGB = r0 +
MGB

NGB

(1�e�NGBg). (20)
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From equation (17):

g = �
rG

r
I
0

drG

H(rII
0 �rG)MI

G + H(rG�rII
0 )[MII

G�NII
G(rG�rII

0 )]
.

(21)

Thus, in stage I,

g =
rG�rI

0

MI
G

, (22)

while in stage II,

g = �
rII

0

r
I
0

drG

MI
G

+ �
rG

r
II
0

drG

MII
G�NII

G(rG�rII
0 )

(23)

g =
1

MI
G

(rII
0 �rI

0)�
1

NII
G

ln
MII

G�NII
G(rG�rII

0 )
MII

G

(24)

Assuming an iso-strain configuration (which is a
good approximation in the plastic regime) during
plasticity and applying the Taylor equation:

t = aGb(VGrG + VGBrGB)1/2 (25)

One can obtain a � vs. � relationship by inserting
equation (19) and equation (24) (after inversion) into
equation (25). The volume fraction VGB, on its turn,
can be expressed as a function of grain size, D, by
means of equation (11).

4. COMPARISON WITH EXPERIMENTS

The predictions of equation (12) are compared with
the most extensive experimental results available in
the literature, to the authors’ knowledge. Yield
stresses for nanocrystalline Fe and Cu, reported by
Mallow and Koch [27], and Weertman et al. [21],
respectively, are shown in Fig. 6. Hall–Petch slopes
in the microcrystalline range complement the experi-
mental results in the nanocrystalline range. These
slopes are reported in the literature. For iron, experi-
mental results reported by Armstrong [5] were used.
For copper, experimental results by Feltham and
Meakin [46] and Andrade et al. [47] are used. There
are other experimental results in the literature, that
fall in the range reported in Fig. 6. For iron,
Abrahamson [48] carried out experiments in the
lower range of the conventional Hall–Petch and
started to observe a deviation from the accepted slope.
Two experimental points from Abrahamson [48] are

Fig. 6. sy vs. D�1/2 relationship for (a) iron and (b) copper;
comparison of experimental results and predictions of equation

(12).

shown in Fig. 6(a); the Hall–Petch slope starts to
decrease.

It is clear, for both Fe and Cu, that the sy vs. D�1/2

relationship is not linear over the entire mm–nm
range. The Hall–Petch line is an approximation that
is effective in the mm–µm range. There is strong evi-
dence that the slope decreases and that the curve
asymptotically approaches a plateau when the grain
size is progressively reduced. Equation (12) is suc-
cessful in representing the principal features exper-
imentally observed. Three parameters have to be
established: sfG, sfGB, and kMA. sfGB is the saturation
stress and represents the flow stress of the work
hardened grain-boundary layer. It is taken as the
maximum of the yield stress. kMA is obtained by con-
version of kHP according to equation (13). This
ensures a good match between HP and MA for large
grain sizes. Table 1 shows the parameters used in the
calculation. The continuous curves in Fig. 6 represent
the application of equation (12); a reasonable fit is
obtained and the principal features are captured. For
grain sizes below the maximum of the flow stress in
the MA equation, a straight horizontal line is taken;
in this regime, the grain boundaries (sfGB) dominate
the process.
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Table 1. Parameters used for MA model

sfG (MPa) sfGB (MPa) kHP (MPa m1/2) kMA (m1/2)

Fe 100 2800 0.48 2.2×10�5

Cu 25 900 0.112–0.172 (1.6–2.4)×10�5

There are many simplifications and assumptions in
this model. The most prominent are:

1. The work hardened layer t is assumed to have a
grain size dependence of D�1/2. This assumption
is based on the sy vs. D�1/2 dependence.

2. The flow stress of this layer is constant. In reality,
a gradient of work hardening is expected.

3. The grain boundary flow stress reaches the satu-
ration value sfGB at an early level of global plas-
tic strain.

In spite of these drastic assumptions, a good fit is
obtained and it is felt that the model captures the key
physical features. It should be noted that Gertsman et
al. [49] obtained experimentally a similar decrease in
the Hall–Petch slope for copper, in the nanocrystal-
line range. However, the yield stresses are signifi-
cantly lower than the latest results by Weertman et
al. [20, 21]. Differences can be attributed to improved
processing methods. Figure 6(b) also shows (�)
earlier experimental data by Nieman et al. [18]. These
results illustrate how much processing can affect the
strength of nanocrystalline materials. These results
were not used in the modeling effort.

5. COMPUTATIONAL PREDICTIONS

5.1. Description of code

The finite difference community has used Eulerian
methods for over thirty years to analyze problems
with explosive loading, but until comparatively
recently, they were too computationally demanding
and inaccurate to be attractive for solving problems
in solid mechanics. The strengths and weaknesses of
the Eulerian formulation are summarized in a brief
description of the computational methods used in
Raven, an explicit, multi-material Eulerian program
developed by Benson. A comprehensive review paper
by Benson [50] discusses the algorithms in greater
detail.

Operator splitting replaces a differential equation
with a set of equations that are solved sequentially.
This strategy is formally limited to second order accu-
racy [50], which is achieved in practice. While the
first strategy does not have this theoretical limitation,
it rarely achieves better than first order accuracy in
multi-material formulations.

A generic transport equation is

∂j
∂t

+ u→·�j = � (26)

where j is a solution variable, u→ is the velocity, and
� is a source term. This equation is split into

∂j
∂t

= � (27)

∂j
∂t

+ u→·�j = 0 (28)

where equations (27) and (28) are referred to as the
Lagrangian and Eulerian steps respectively. The Lag-
rangian step uses the central difference algorithm to
advance the solution in time in the same manner as
a standard explicit Lagrangian finite element formu-
lation.

The elements are four-node quadrilaterals with
one-point integration and a viscous hourglass control.
Hourglass modes may stop Lagrangian calculations
performed with uniformly reduced integration by
turning the elements inside out. Since the hourglass
modes are orthogonal to the strain field, the stresses
in the elements are unaffected by the modes. The
Eulerian formulation is immune to the mesh distor-
tion problem, but the hourglass viscosity is included
to filter out the diamond pattern the hourglass modes
introduce into the contours of the velocity field.

The transport calculation is equivalent to a projec-
tion of the solution from one mesh onto another, and a
perfect projection should be completely conservative.
Most transport algorithms are conservative by con-
struction: a flux added to one element is subtracted
from its neighbor.

Van Leer [51] developed the MUSCL transport
algorithm used in the current calculation. The trans-
port volumes are geometrical calculations defined by
the mesh motion and they are independent of the
transport kernel. The one-dimensional algorithm is
extended to two dimensions by performing sweeps
along one mesh direction, then another sweep in the
other direction.

5.2. Results of computations

For computational calculations, realistic polycrys-
tals were used and are shown in Fig. 7. Five grain
sizes were modeled: 100, 10, 1, and 0.1, 0.05 (50 nm),
and 0.026 (26 nm) µm. The last grain size was selec-
ted to model the results by Weertman et al. [21]. The
material chosen for the modeling effort is copper,
because of the significant amount of information on
grain-size effects available (see Fig. 6(b)). The micro-
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Fig. 7. Simulated polycrystalline aggregate used in compu-
tations; (a) D=100 µm, t=3.33 µm; (b) D=10 µm, t=0.665 µm;
(c) D=1 µm, t=0.133 µm; (d) D=0.1 µm, t=0.0265 µm; (e)

D=0.026 µm, t=0.0103 µm.

structures, already divided into grain interiors and
grain-boundary layers, are shown in Fig. 7. For the
largest grain size modeled (100 µm), the grain-bound-
ary region is barely distinguishable, whereas for the
smallest grain size (0.026 µm), the grain-boundary
region occupies a significant portion of the entire
grain. The following relationship, diverging slightly
from the D1/2 form of equation (11), was chosen:

t(in µm) = 0.133D0.7 (29)

The different mechanical responses of the two
regions were also incorporated. The grain-boundary
region was considered to harden at a high rate,
whereas the grain interiors were modeled as monocry-
stals. The model has the capability of incorporating as
many as fifteen different crystallographic directions
(manifested by different mechanical responses). This
is indicated by the different colors in Fig. 7, each
color representing a grain with a unique mechanical
response. However, at the present stage the grain
interiors were assumed to have only three different
(monocrystalline) responses. The crystallographic
orientation and specimen dimensions have a profound

effect on the mechanical response of copper monocry-
stals. The various points on the stereographic triangle
of Fig. 8 represent orientations of monocrystals tested
by Diehl [52]. Three crystallographic orientations are
circled in Fig. 8: C23, C26, and C30. They were used
in the computations. They represent a soft, a medium,
and a hard orientation. The respective elastic moduli
are also shown. Each grain was considered isotropic,
but having its own Young’s modulus. The “effective”
elastic moduli were calculated from the direction
cosines for the crystallographic orientations and the
compliances Sij. The monocrystal stress–strain
responses are taken from results reported by Diehl
[52] and extended from a best fit with data for larger
strains using results from Suzuki et al. [53]; this was
necessary because the results from Diehl [52] do not
extend to the strain range required in the compu-
tations. The corresponding stress–strain curves, for
the orientations C23, C26, and C30, are shown in
Fig. 9(a).

The more rapidly work-hardening grain-boundary
region was assumed to respond by a Voce equation
[54]:

ss�s
ss�s0

= exp��
e
ec
� (30)

Three parameters define the mechanical response:
s0, the initial yield stress; ss, the saturation stress,
and ec, a characteristic strain. Kocks [55] discusses
the advantages of this equation; it predicts a
maximum value of the stress at high strains, when
recovery dominates hardening (or the rate of dislo-
cation annihilation becomes greater than the rate of
dislocation multiplication). Simple power expressions
predict ever increasing stresses and are therefore not
realistic at high strains. The yield stress was taken as
100 MPa. This represents the yield stress for a
polycrystal with large grain size. The saturation stress
was taken from Table 1, where it corresponds to sfGB;
this value of 900 MPa represents the maximum
strength of copper, achievable only for very small
grain sizes. This stratagem enables the simulation of
the higher rate of hardening taking place at the grain
boundaries. Four curves are shown in Fig. 9(b); they
represent four work hardening rates. The curve with
ec=0.01 was chosen for the computations. This was
done in order to obtain a good fit with the experi-
mental results. It is recognized that other parameters
could also be varied. For instance, the saturation
stress could be considered to vary with grain size.
However, our knowledge of the evolution of the
mechanical response of the grain boundary is not
sufficient to add this additional variable to the model.

These different stress–strain responses were incor-
porated into the code Raven and calculations were
successfully carried out. The results of one calcu-
lation for a grain size of 1 µm are shown in Fig. 10.
The results are presented at three levels of the equiv-
alent (effective) strain; 0.003, 0.01, and 0.55. The
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Fig. 8. Three crystallograghic orientations (marked by double circles) considered in computations (Experimental
results from Diehl [52]); notice the equivalent isotropic elastic moduli marked for each orientation. The denomi-

nations C23, C26, and C30 are from Diehl [52].

Fig. 9. (a) Plastic behavior of the grain interior: three grain
orientations were taken from Diehl [52] curves extended using
data by Suzuki et al. [53]; (b) Grain-boundary region, modeled

by Voce equation.

evolution of strain can be clearly followed in the
sequence shown in Fig. 9(b), (c), and (d). The strains
are considerably higher in the grain interiors than in
the grain boundary regions. Conversely, the stresses
(not shown) rise rapidly in the grain-boundary region,
while they remain low in the grain interiors. This is
the direct result of the differences in constitutive
response. Figure 11 shows a similar pattern for a
grain size of 0.1 	m. Again, the strains are higher in
the grain interiors. The computed stress–strain curves
for grain sizes varying between 100 and 0.026 	m
are shown in Fig. 12. The dramatic grain size depen-
dence of this response is clearly demonstrated. The
work hardening rate decreases as the grain size is
decreased, while the flow stress increases. Experi-
mental results are shown in the same plot, for com-
parison. The results by Andrade [56] for grain sizes
of 117 and 9.5 m are in good agreement with the
computed predictions. They show similar evolution
in hardening. The computed results exhibit a higher
sensitivity to grain size and it is possible that these
predictions are more correct than the measurements.
For D=26 nm, the match between the computed
results and the experimental measurements by Weert-
man et al. [21] is excellent. The predictions were
made using the grain-boundary thickness t given by
equation (29), a slight deviation from the 1/2
exponent postulated in Section 3.

The presentation of the results in the Hall–Petch
format enables a good evaluation of predictions; this
is done in Fig. 13. The conventional Hall–Petch
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Fig. 10. Computation of plastic strains in 1 µm grain size; (a) initial grain configuration; (b,c,d) configurations
with strain fields for specimen deformed to equivalent strains of 0.003, 0.01, and 0.55.

Fig. 11. The initial and final state with contours of the equivalent plastic strain for the microstructure with the
0.1 	m grain size. Plastic deformation distribution showing greater strain in grain interiors.

Fig. 12. Calculated and experimentally determined stress–strain
curves for grain sizes ranging from 26 nm to 100 m.

response, obtained experimentally for larger grain
sizes, is shown by a straight line. Both the analytical
predictions from the Meyers–Ashworth equation and
from the computations show a decrease in slope for
the smaller grain sizes. This is significant. The com-
puted yield stresses are higher than the ones analyti-
cally calculated because they are taken at a strain of
0.05. This was done because the elasto-plastic tran-
sition is not very clear in the computed stress–strain
curves.

6. CONTRIBUTION DUE TO GRAIN-BOUNDARY
SLIDING

Since a preliminary version of this computational
procedure was introduced [57], there have been
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Fig. 13. Hall–Petch plot of yield stress variation with grain size D�1/2 for copper; analytically calculated (M
and A), computed, and Hall–Petch experimental results for large grain sizes presented in same figure. Notice

decrease in slope at smaller grain sizes for M and A equation and computations.

strong recent suggestions that grain-boundary sliding
can have a significant effect on the mechanical
response of nanocrystals. Van Swygenhoven et al.
[58] carried out molecular dynamics simulations that
revealed sliding aliong boundaries. Kim et al. [59]
proposed a composite model, into which they incor-
porated contributions of lattice and boundary
diffusion. Conrad and Narayan [60] proposed a ther-
mally-activated grain-boundary shearing mechanism.
Both Kim et al. [59] and Conrad and Narayan [60]
predict that sliding mechanisms become important for
grain sizes on the order of nanometers, for copper.
An important consideration in grain-boundary sliding
not discussed in these previous calculations is the
compatibility of deformation. Grain-boundary sliding
can be represented by a viscous and a plastic accom-
modation term:

ta = (hi + hD)ġ + tp (31)

where is the shear stress, hi is an intrinsic grain-
boundary viscosity, hD is a diffusional component of
the accommodation process, and tp is a plastic defor-
mation term. Figure 14 shows an idealized polycrystal
subjected to a shear stress ta. The intergranular
sliding path is also shown. There is a need for accom-
modation, since sliding in polycrystals is not fully
compatible; this is shown by the jagged grain-bound-
ary sliding path in Fig. 14(a). Raj and Ashby [61]
treated grain-boundary sliding in their classic 1971
paper. They considered the plastic accommodation
between adjacent grains to occur by diffusion alone.
Whereas Fig. 14(b) shows the grain-boundary sliding
path, Fig. 14(c) shows the sinusoidal shape assumed
in the Raj and Ashby [61] calculations. Taking both
grain-boundary and bulk diffusion into consideration,
they obtained the following expression for the sliding
rate, u̇:

u̇ =
du
dt

=
2
p
ta

kT
l
h2DV�1 +

pd
l

DB

DV
� (32)

The parameters l and h define the sinusoidal
boundary in Fig. 14(c) (wavelength and amplitude
respectively); 
 is the atomic volume; d is the thick-
ness of the boundary; DV and DB are the volume and
boundary diffusion coefficients respectively. At tem-
peratures significantly below Tm/2,DB>>DV, and

pd
l

DB

DV

�1

Thus:

u̇�
2d
DB

kT
ta� 1

h2� (33)

If it is assumed that each grain boundary layer will
generate an identical sliding rate, a strain rate can be
defined as:

ġ =
u̇
2h

=
d
DB

kT
ta� 1

h3� (34)

The amplitude of the sinusoidal wave can be taken
as D/4. Thus:

ġ =
64d
DB

kT � 1
D3�ta (35)

For a constant amplitude and grain size, a number
of parameters can be grouped and equation (35) can
be expressed as:

ġ = � 1
he
�ta (36)
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Fig. 14. (a) Schematic representation of grain-boundary sliding
in polycrystal; (b) grain-boundary sliding path; (c) idealized
sinusoidal path with diffusional migration of boundary accord-
ing to Raj and Ashby [61]; (d) decrease in wave amplitude h

with increasing plastic strain.

he is an effective viscosity. This is the equation for
Newtonian viscous flow. The dependence of ġ on h,
in equation (34), is a clear suggestion that defor-
mation will localize as h decreases. As plastic
deformation proceeds, it is easily visualized how the
jaggedness of the interface, measured by h, decreases.
This is shown in the transition from Fig. 14(c) to (d).
In nanocrystalline materials the flow localization, in
the form of shear bands, is indeed observed [63–65].

Figure 15 shows a plot of ġ, calculated from the
diffusional Raj and Ashby equation (equation (35))
as a function of grain size D. The stress levels were
varied and are obtained from the compressive flow
stresses for the various grain sizes calculated from the
computational procedure presented in Section 5. They
vary from 100 to 900 MPa, for grain sizes of 100 m
to 26 nm, respectively. These stresses are converted

Fig. 15. Calculated strain rates from diffusionally-driven grain-
boundary sliding as a function of grain size (copper deformed

at 300 K); extrapolated results indicated by dashed line.

into shear stresses assuming a von Mises criterion
(dividing them by √3). The values of the other para-
meters are: (�3b)=0.75 nm [60]; =0.0087 nm3(=4/3
3r, r being the atomic radius for copper); T=298 K.
The grain-boundary diffusion coefficient room tem-
perature was taken as DB=10�21 m2/s at T/Tm=0.225.
This value is higher than the extrapolation from
Shewmon [62] (10�22m2/s) and lower than the one
used by Kim et al. [59] (2.6×10�20m2/s). The five cal-
culated strain rates are marked on plot and the data
are well represented by a straight line. Extrapolation
to smaller grain sizes (shown by dashed line) reveals
striking results: for D�10 nm, the strain rate due to
diffusional sliding along grain boundaries by a Raj–
Ashby mechanism can reach significant values (ġ
�10�4s�1). It should be pointed out that plastic flow,
not considered by Raj and Ashby [61], can also assist
in the accommodation process at these temperatures.
This plastic flow component is indicated, in equation
(30), by tp. Thus, it is concluded that grain-boundary
sliding can contribute to the plastic deformation at
grain sizes D�10 nm, corroborating recent calcu-
lations [58–60].

The computational approach implemented here
[50] uses time-independent plasticity. Therefore,
time-dependent phenomena such as thermal acti-
vation, grain-boundary sliding, and diffusional mech-
anisms are not taken into account. Computations were
carried out for an ideal case where the material has
zero grain-boundary viscosity. The free sliding along
the boundaries was assumed, i.e., he=0. This assump-
tion is rather drastic, but necessary due to the nature
of the constitutive response (time independent) of the
material assumed in the computations. Compatibility
was maintained by plastic deformation, i.e., no voids
were allowed to open up. The shear strength of the
grain boundaries was assumed to be zero, while their
tensile strength was unaltered. Thus, only plastic
deformation inhibited the free flow of the grains.
Figure 16 shows the distribution of plastic equivalent
(effective) strain along a vertical line for the two
cases of rigid boundaries and free sliding, computed
for a grain size of 20 nm subjected to a global strain
of 0.008. The strains are very uniform for the perfect
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Fig. 16. Equivalent plastic strain as a function of distance from
bottom boundary, along a vertical cutting plane (D=20 nm;
p=0.008). Notice large much larger plastic strain variations for

grain-boundary sliding case.

grain-boundary bonding situation, whereas the strain
spikes are very noticeable for the grain-boundary slid-
ing case. They correspond to localized sliding at the
boundaries, which is accommodated by plastic defor-
mation of the surrounding regions. The stress–strain
curves are shown in Fig. 17. The resistance to plastic
flow of the perfect sliding case represents the plastic
accommodation of the grains required in sliding. This
is a very significant component of the overall
strength. Figure 18 shows the evolution in the distri-
bution of plastic strains for the two cases, as the
applied deformation is increased; three equivalent
(compressive) plastic strains are shown: 0.007, 0.1,
and 0.2.There is a much greater tendency for localiz-
ation when the grain boundaries are allowed to slide.
Indeed, shear localization is an important feature of
the plastic deformation of nanocrystalline materials
[63–65]. It should be pointed out that the rapid work
hardening of the grain-boundary region, described by
the Voce equation, is also a predisposing factor for
shear localization in the nanocrystalline domain
(where this response dominates). Although these
results are preliminary, they indicate the importance

Fig. 17. Computed stress versus equivalent plastic strain (D=20
nm) for perfect grain-boundary bonding and free slip (no grain-

boundary separation allowed).

of grain-boundary processes in the resistance to
plastic deformation, global distribution of defor-
mation and evolution of localization.

7. CONCLUSIONS

It is proposed that elastic anisotropic effects, grain
boundary sources, and the activation of two or more
slip systems in polycrystals are responsible for the for-
mation of a work hardened layer along the grain bound-
aries, early in the microplastic region. This grain
boundary work-hardened layer becomes increasingly
important as the grain size is decreased. Polycrystals
are modeled (both analytically and computationally) as
a composite of a work-hardened boundary layer sur-
rounding grain interiors comprised of an annealed
material having an essentially monocrystalline
response. The analytical predictions using this frame-
work are successfully extended from the micro to the
nanocrystalline domain and show a good correlation
with experimental results for copper and iron. The
decrease of the Hall–Petch slope in the nanocrystalline
domain is captured and corresponds to a grain size for
which the thickness of the work hardened layer is equal
to one half the grain diameter. Computational calcu-
lations using the Eulerian code Raven successfully pro-
duce stress–strain curves of the polycrystalline aggre-
gates and indicate the correct trend in grain sizes as
well as the decrease in the Hall–Petch slope as the grain
size is decreased. The computations reveal the initiation
and evolution of shear localization for the smaller grain
sizes, in agreement with experimental results of Weert-
man et al. [20, 21] and Mallow and Koch [27–29],
which report this effect.

The formation of this grain-boundary work hard-
ened layer is discussed in terms of the statistically
stored and geometrically necessary dislocations
which are the physical foundation of strain-gradient
plasticity theory. A slightly modified, alternative
approach, is presented.

The importance of grain-boundary sliding in the
nanocrystalline regime is discussed and it is shown
that sliding can lead to a greater predisposition for
shear localization, recently observed [63–65]. This is
shown computationally; additionally, the Raj–Ashby
approach, which considers exclusively diffusionally-
driven sliding, is also discussed in the context of
nanocrystalline polycrystal deformation.
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Fig. 18. Contours of equivalent plastic strain for perfect grain-boundary bonding (left) and free grain-boundary
sliding (right) at effective strains of 0.007, 0.10, and 0.20).
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